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INTRODUCTION

As a complex retrovirus, human immunodeficiency virus type 1 (HIV-1) encodes several proteins that enhance infectivity. An intriguing feature of these so-called auxiliary proteins is that they present distinct activities at seemingly unrelated steps of viral replication (148). For instance, Vpu is responsible for CD4 receptor degradation, induction of apoptosis, and enhancement of viral particle release (21, 166), and recent work suggested that it could also counteract a cellular restriction factor (233). Nef is involved in T-cell receptor activation, cell surface CD4 endocytosis, and apoptosis, and it has been proposed to act as an auxiliary factor of HIV-1 reverse transcription (61). Vpr contributes to the nuclear import of the preintegration complex (131) and is responsible for cell cycle arrest (169). As we will describe in this review, Vif makes no exception to this list, as the inactivation of the vif gene results in defects in both early and late steps of the HIV-1 life cycle. The accumulation of several activities in a single small protein is the combined result of multiple selection pressures on viral replication, leading to viral hijacking of diverse cellular functions and physical constraints on the retroviral genome length. Given the modest size of auxiliary proteins, domains that are responsible for interactions with diverse partners are thought to overlap and to be exposed by conformational switches at different steps of the viral cycle.

Vif is a highly basic protein encoded by all lentiviruses except equine infectious anemia virus. Early studies showed that the requirement for the vif gene in HIV-1 replication is cell type dependent (66, 67, 269) and that this gene is essential for in vivo infectivity and patho-
genesis. Indeed, HIV-1 lacking vif (HIV-1 Δvif) can replicate in permissive cell lines but not in nonpermissive cells, including macrophages and monocytes, which are the main targets of HIV-1 infection in vivo. Early studies revealed the aberrant morphology and reduced core stability of Δvif HIV-1 particles and suggested that Vif plays a role in virion assembly (20, 94, 234). These defects of Δvif virions are correlated with defects in proviral DNA synthesis (76, 163, 219, 234).

Evaluation of the infectivity phenotype of HIV-1 Δvif produced from transient heterokaryons formed between permissive and nonpermissive cells indicated the presence of antiviral activity in the nonpermissive producer cells (145, 213). However, the function(s) of Vif in HIV-1 replication remained elusive until Sheehy and coworkers identified this restriction factor as CEM-15, now usually known as APOBEC-3G (human APOBEC-3G [hA3G]) (203). A second antiviral factor belonging to the same family of cytidine deaminases, APOBEC-3F, was discovered soon thereafter (136, 241, 266). Since the identification of these antiviral factors, an impressive amount of work unveiled the mechanisms by which hA3G and hA3F can inhibit HIV-1 replication (81, 85, 120, 136, 149, 167, 188, 223, 227, 259, 262). The fundamental idea stemming from these studies is that eukaryotic cells possess ancient, intracellular mechanisms protecting their genome from mobile elements replicating via a reverse transcription step (38, 170, 198, 263).

Thus, it became clear that the main, if not the only, function of Vif is to counteract the innate antiretroviral defense mediated by the cytidine deaminases hA3G and hA3F expressed in nonpermissive cells (38, 203, 241). Vif was soon found to interact with hA3G (150) and hA3F (241) and to induce their degradation by the proteasome (138, 152, 204, 221, 256). However, recent work on the inhibition of HIV-1 replication by hA3G and hA3F and on the neutralization of these antiviral factors by Vif suggested that these phenomena are more complex than previously thought and involve several pathways. On one hand, the effects of these restriction factors on HIV-1 replication appear to be at least partially independent from their enzymatic activity that leads to viral hypermutation (15, 167). On the other hand, the production of infectious virus and degradation of hA3G were found to be separable functional properties of HIV-1 Vif (113), and Vif was able to prevent packaging and counteract the antiviral activity of a degradation-resistant hA3G variant (175).

The aim of this review is to build bridges between the studies involving Vif in virus assembly and the recent findings showing that Vif counteracts the antiviral activity of hA3G and hA3F. After presenting the general properties of Vif and the structural and functional defects of HIV-1 Δvif virions, we ask whether these defects can be explained in the light of our new knowledge about the antiviral mechanisms of hA3G and hA3F. Finally, we discuss the multiple mechanisms by which Vif can counteract these restriction factors. This analysis suggests that hA3G and hA3F interfere with the correct assembly of the HIV-1 viral core, which would be destabilized by these proteins. The defects in proviral DNA synthesis could thus partially result from the destabilization of the viral core. We suggest that Vif binding to the genomic RNA in the assembly intermediates could play a major role in neutralizing the effects of hA3G and hA3F on HIV-1 assembly.

GENERAL PROPERTIES OF Vif

Vif Is Ubiquitous among Lentiviruses

The Vif protein is encoded by all lentiviruses, with the exception of equine infectious anemia virus (117). Such ubiquity implies an important function in viral replication. However, vif sequences are highly divergent, and sequence analysis did not reveal any known protein structural motif (172). Consistently, no cellular homolog of Vif has been identified. Supposing that vif functions are conserved among lentiviruses and keeping in mind that the Vif structure remains to be experimentally determined (10, 12, 144), one can find it intriguing that Vif protein folding might be conserved despite massive amino acid variations. However, multiple alignments of lentiviral Vif proteins highlighted invariant residues located mainly in the central region of the sequence. This region contains a noncanonical zinc-coordinating structure (156, 245) and a short peptide (S/T-L-O-Y/R-L-A consensus) conserved in all lentiviral orthologs (Fig. 1). Zinc binding to the HCCH motif induces a conformational change that induces Vif multimerization and aggregation (180), whereas zinc chelation inhibits HIV-1 activity and liberates the antiviral function of the restriction factor expressed in nonpermissive cells (see below) (244).

Distribution of Vif in Cell Compartments and Effects on Cytoskeletal Organization

Early studies of cellular functions of Vif characterized its intracellular localization. Upon HIV-1 infection and after Rev-mediated mRNA export (7, 201), Vif is present in the cytoplasm in substantial amounts, corresponding to about half of the Pr55Gag amount (60, 211). Although Vif is localized predominantly in the cytoplasm, some studies proposed a regulated nuclear localization. Lymphocyte cells transiently expressing vif independently of any retroviral context showed a transient nuclear localization of Vif and a significant colocalization with vimentin (212). Importantly, this localization pattern correlated with increased intracellular levels of Vif, as the nuclear localization pattern was not observed when low levels of Vif were obtained through proviral expression. Interestingly, it has been reported that Vif can associate with Sp140, a component of nuclear bodies that was selectively detected in nonpermissive cells (146).

Alternatively, Vif could be retained in the cytoplasm by a specific association with viral and/or cellular partners. Huvent and coworkers showed that baculovirus-expressed Vif localized mainly in the nucleus when expressed in Sf9 insect cells but observed an important cytoplasmic redistribution upon HIV-1 Pr55Gag coexpression (104). This relocalization was likely due to the direct interaction between Vif and Pr55Gag, which is mediated by the C-terminal 22 amino acids of Vif and two domains in Pr55Gag, the NCP7 domain and a region located between the MA and the C-terminal domain of CA (23). At least two putative nuclear localization motifs have been identified, 88WRKRRY94 and 157KKIK160, located in the N- and C-terminal regions of the protein, respectively. On the other hand, a nuclear transport-inhibitory signal has been proposed in the basic region 90RKKR93 (62), consistent with data from a recent study showing that a Vif variant isolated from a long-term-asymptomatic individual and containing a mutation in
this motif localized in the nucleus (57). Interestingly, Vif of feline immunodeficiency virus (FIV) is present in both the cytoplasm and the nucleus, but its association with FIV Gag remains controversial (34, 212). The functional significance of regulated nuclear localization of Vif in HIV-1 replication as well as the nature of the subnuclear compartments where FIV and HIV-1 Vif localize remain to be established (267).

The interaction of Vif with the cytoskeleton was first addressed by Karczewski and Strebel, who observed that the transfection of vif in HeLa cells led to a reorganization of the intermediate filament (IF) network in a perinuclear aggregate, where a significant portion of cellular Vif could be found (116). Attempts to extract Vif from cells showed that it was distributed between a detergent-soluble fraction and a fraction that was resistant to high salts and detergents, suggesting a cytoskeletal association. Similar fractionation patterns were observed in systems using H9 (65, 211) and COS-7 (91) cells expressing Vif. However, in the latter case, it was proposed that the presence of Vif in detergent-resistant fraction could be explained by its interaction with cellular membranes or other insoluble structures (75, 77, 211, 212). Supporting this idea, Karczewski and Strebel showed that Vif expressed in SW13 cells devoid of cytoplasmic IFs still associated with the detergent-resistant fraction (116).

Substituting alanines for basic residues in the C-terminal region of Vif prevented membrane targeting and blocked HIV-1 replication in nonpermissive cells, suggesting that the biological activity of Vif requires membrane targeting (77). Although Vif could interact with artificial membranes directly (75, 77), membrane association ex vivo seemed to be mediated by a membrane-binding protein (77, 211). The Pr55Gag polypeptide that is addressed to cellular membranes during HIV-1 assembly and budding could fulfill this role, since the C-terminal region of Vif is also involved in Pr55Gag binding (23) (Fig. 1). However, a naturally occurring and C-terminally deleted Vif variant is fully functional despite its weak interaction and lack of colocalization with Pr55Gag (91). Importantly, this Vif variant was still found in the fractions containing cellular membrane proteins and induced IF network reorganization (91). Taken together, these studies suggest that an important proportion of intracellular Vif might be associated with specific subcellular structures, which, as we will see in the last sections of this review, might be related to hA3G neutralization by Vif.

Control of Vif Expression Level

The steady-state expression level of Vif in both permissive and nonpermissive cells is low compared to those of other HIV-1 auxiliary proteins (235), and residues 88WRKKR93 have been shown to enhance its steady-state level (65). The rapid turnover of cytosolic Vif (half-life of ~20 min) (3) involves proteasomal degradation, since the treatment of Vif-expressing cells with the proteasome inhibitor MG-132 resulted in polyubiquitinated Vif with a longer half-life (65). While those studies (3, 65, 235) were looking at soluble cytosolic Vif, a very high proportion of Vif (90%) has been found to associate with membranes (212). Surprisingly, cytoskeleton (65) and Pr160Gag-Pol (261) associations stabilize Vif, which accumulates during steady-state expression. This observation raises the idea that the association of Vif with distinct proteins and/or subcellular compartments might be required to fulfill its functions.

In contrast, high levels of expression of Vif are detrimental to HIV-1 infectivity. In H9 cells transfected with HIV-1 Δvif, the infectivity of the viral particles could be rescued in trans with increasing amounts of Vif-expressing vector until a threshold from which a further increase in the intracellular Vif level caused a dose-dependent decrease of infectivity was reached (3). The inhibition of viral infectivity at higher levels of Vif was cell type independent and was associated with an accumulation of Gag-processing intermediates. Thus, low steady-state expression levels of Vif may be maintained to prevent interference with HIV-1 assembly and maturation. However, mutations in putative β-sheet structures that reduced Vif expression levels render H9-derived viral particles infective.
noninfectious, suggesting that the wild-type (WT) Vif expression level is optimal (65).

**STRUCTURAL AND FUNCTIONAL DEFECTS OF HIV-1 Δvif VIRIONS**

**Requirement for Vif in HIV-1 Replication**

Is Cell Type Dependent

Studies of animal models have shown that the vif gene is required for retroviral replication in vivo (4, 48, 83, 84, 105). The expression of Vif also correlates with a cytopathic effect and might play an important role in pathogenesis (4, 122, 194, 195). Vif is essential for HIV-1 replication in a subset of host cells, termed nonpermissive cells. These lineages comprise primary human T cells, macrophages, and monocytes, which are the main reservoirs of HIV-1 in humans, and some lymphocyte-derived cell lines such as CEM, H9, PM1, and HUT78. In contrast, HIV-1 Δvif can replicate in permissive T-cell lines including MT4, CEM-SS, supT1, C8166, and Jurkat cells and in nonlymphoid cell lines such as HeLa cells (20, 42, 66, 67, 216, 234).

The Δvif phenotype depends on the producer cell but not on the infected cell: Δvif virions produced from nonpermissive cells are defective whether they infect nonpermissive or permissive cells, and Δvif virions produced from permissive cells can complete a single replication round in nonpermissive cells (42, 66, 224, 234). Accordingly, Δvif viruses can be complemented by the expression of Vif in the producer but not in the target cell (214, 234). However, a biochemical basis for the block to replication in nonpermissive cells remained elusive until recently (40, 68). The cell dependency of the Δvif phenotype indicates that Vif interacts with a cellular factor(s). Either nonpermissive cells express a negative factor or they lack a positive factor expressed in permissive cells. Heterokaryons resulting from the fusion of permissive and nonpermissive cells displayed the nonpermissive phenotype, strongly suggesting that nonpermissive cells express a negative factor that is overcome by Vif (145, 213).

**Morphological and Biochemical Defects of HIV-1 Δvif Virions**

Following the budding of viral particles, mature core formation is triggered by the activation of the viral protease within the P160Gag-Pol precursor, resulting in proteolytic cleavage and the release of structural (MAP17, CAP24, NCP7, and p6) and enzymatic (PRp12, RTp66/p51, and INp32) proteins. Concomitant conformational rearrangements of the viral genome lead to an increased thermal stability of the dimer of genomic RNA (93, 205). Conversely, the genomic RNA conformation might regulate polyprotein processing (206, 207). While a recent cryoelectron microscopy study provided a dynamic view of core assembly (25), molecular determinants that are responsible for the characteristic cone-shaped mature core of lentiviruses remain poorly understood (78). Despite some studies showing that HIV-1 Δvif virions produced from nonpermissive cell lines have an aberrant composition in envelope and mature structural proteins (20, 193, 210), it is now generally acknowledged that Vif does not affect the protein (24, 60, 68) or RNA (20, 68) content of viral particles. However, a typical morphological defect of Δvif virions produced from nonpermissive cells has been observed by several groups, suggesting that these particles are qualitatively rather than quantitatively defective (20, 24, 94, 173). This defect consists of a nonhomogeneous packing of the core, with electron-dense material concentrated at the flat end of the cone-shaped core or residing in lateral bodies (Fig. 2). This defect suggests that the maturation process is altered in Δvif virions, resulting in an aberrant, nonfunctional ribonucleoparticle (RNP).

Even though similar morphological defects have been observed with Δvif virions produced from different nonpermissive cells (Fig. 2), an intrinsic difficulty with the interpretation of the electron microscopy pictures stems from the heterogeneity of the morphology of HIV-1 virions and the small fraction of virions yielding a productive infection. Indeed, it is usually considered that fewer than 1 in 1,000 viral particles complete one round of infection (51, 121). However, it is probably erroneous to consider that >99.9% of viral particles are defective, as the infection process is essentially stochastic, and the cellular defenses can randomly “kill” identical virions. In addition, pseudotyping HIV-1 particles with the vesicular stomatitis virus Env protein increases infectivity by up to 2 orders of magnitude, and the infectivity of HIV-1 particles is 10² to 10³ times greater during cell-to-cell transmission than the infectivity of cell-free virus stocks (51), suggesting that the limiting steps in HIV-1 infection are attachment, fusion, and/or entry of the viral particles. As Δvif virions are not defective at these steps, the information brought by electron microscopy is most likely relevant, especially as biochemical analysis also revealed a dramatically reduced stability of Δvif compared to that of WT virions produced from nonpermissive cells. Indeed, when
treated with alkaline buffer, increasing salt concentrations, detergents, S100 extracts, or deoxynucleotide triphosphates (dNTPs), Δvif virions are prone to release a significant amount of reverse transcriptase and NCp7 (173).

**Reverse Transcription Defects in HIV-1 Δvif Virions**

Several studies demonstrated that the replication defect of Δvif virions in nonpermissive cells correlates with a defect in intracellular proviral DNA synthesis (Table 1). When viruses produced by a permissive cell line were used to infect another permissive cell line, reverse transcription of WT and Δvif viruses proceeded with the same efficiency (20, 214, 219). Similarly, when Δvif virions produced in permissive cells were used to infect nonpermissive cells, reverse transcription proceeded normally during the first round of viral infection (42, 219, 234). On the other hand, reverse transcription of Δvif virions produced by restrictive cells was dramatically affected irrespective of the target cells being permissive or not (20, 42, 55, 219, 234). These observations confirmed that the nonpermissive phenotype was linked to the identity of the producer cell. At the time when these experiments were performed, i.e., before the identification of the negative factors expressed in restrictive cells, it was assumed that the aberrant viral core of Δvif virions produced in nonpermissive cells was defective at the level of disassembly, stability, processing, and/or transport, ultimately and indirectly resulting in a defect in reverse transcription.

Interestingly, whereas proviral DNA synthesis of Δvif virions produced by nonpermissive cells was completely or strongly inhibited in most target cells (Table 1), it was almost unaffected in permissive C8166 cells (55, 214). In these cells, a normal amount of full-length double-stranded Δvif DNA was synthesized, but it was unstable and not integrated. These results might be explained by a lower level of expression of the cytoplasmic factors known to destabilize Δvif cores (173) in C8166 cells. Thus, even though the nonpermissive phenotype is linked primarily to the identity of the producer cell, it can be differentially revealed depending on the target cell.

Reverse transcription of genomic RNA is initiated in HIV-1 virions (99), and under specific conditions, small amounts of full-length proviral DNA can be detected in virions (260). This natural endogenous reverse transcription (NERT) can be enhanced by incubating purified virions with high dNTP concentrations and polyamines in the absence of permeabilizing agents (260), but more-efficient endogenous reverse transcription (ERT) was observed after treating virions with melittin, an amphipathic peptide, or mild detergents. In the presence of detergent, ERT of Δvif virions produced by nonpermissive cells was strongly reduced compared to that of WT virions, while a limited or no difference was observed in NERT or when ERT was performed in the presence of melittin (49, 55, 68, 76, 163, 173, 234) (Table 2). No difference in (N)ERT between WT and Δvif virions was detected when they were produced by permissive cells (49, 76). Thus, the inactivation of vif had more-pronounced effects under conditions that destabilized the viral core. Two groups performed in vitro reverse transcription with recombinant reverse transcriptase and a virion-extracted primer-template complex. Unfortunately, those authors obtained divergent results, with Dettenhofer et al. reporting that the effects of vif inactivation on DNA synthesis were a strong defect in the initiation of reverse transcription and little effect on tRNA annealing for the producer cell line H9 and with Gaddis et al. reporting that there was no effect on tRNA annealing and no effect on the initiation of reverse transcription with the producer cell line HUT78, preventing any firm conclusion (49, 68). It might be significant that the group who observed a defect in in vitro reverse transcription used more-

<table>
<thead>
<tr>
<th>Producer cell line&lt;sup&gt;a&lt;/sup&gt;</th>
<th>Target cell&lt;sup&gt;b&lt;/sup&gt;</th>
<th>Effect(s) of vif inactivation on DNA synthesis</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>CEM-SS</td>
<td>C8166 (multiple cycles)</td>
<td>No effect</td>
<td>219</td>
</tr>
<tr>
<td>MT4</td>
<td>P4 (one cycle)</td>
<td>No effect</td>
<td>20</td>
</tr>
<tr>
<td>CEM-SS</td>
<td>C8166</td>
<td>No effect</td>
<td>214</td>
</tr>
<tr>
<td>SupT1 or Jurkat</td>
<td>H9</td>
<td>No effect during the first 24 h</td>
<td>234</td>
</tr>
<tr>
<td>CEM-SS</td>
<td>MT2 or H9 (multiple cycles)</td>
<td>Lower level of DNA that remained constant between 10 h and 10 days</td>
<td>219</td>
</tr>
<tr>
<td>CEM&lt;sup&gt;c&lt;/sup&gt;</td>
<td>PBMCS</td>
<td>No effect (4 to 30 h)</td>
<td>42</td>
</tr>
<tr>
<td>CEMx174</td>
<td>P4 (one cycle)</td>
<td>No DNA synthesis</td>
<td>20</td>
</tr>
<tr>
<td>H9</td>
<td>C8166</td>
<td>Synthesis of minus-strand and plus-strand DNA normal up to 8 h; degradation at longer time points; no integration</td>
<td>214</td>
</tr>
<tr>
<td>H9</td>
<td>C8166</td>
<td>Synthesis of minus-strand and plus-strand DNA normal up to 24 h; degradation at 48 h</td>
<td>55</td>
</tr>
<tr>
<td>H9</td>
<td>Jurkat</td>
<td>Strong inhibition except for minus-strand strong-stop DNA</td>
<td>55</td>
</tr>
<tr>
<td>CEM</td>
<td>H9</td>
<td>Very little synthesis; no final product</td>
<td>234</td>
</tr>
<tr>
<td>PBMCs</td>
<td>No DNA synthesis</td>
<td></td>
<td>42</td>
</tr>
<tr>
<td>Different chronically infected H9 clones with different levels of restriction&lt;sup&gt;d&lt;/sup&gt;</td>
<td>Strong global defect in DNA synthesis correlated with loss of infectivity</td>
<td>163</td>
<td></td>
</tr>
</tbody>
</table>

<sup>a</sup> Virions produced by permissive or nonpermissive cells were used to infect either permissive or nonpermissive target cells, and reverse transcription of vif<sup>−</sup> and Δvif viruses in the target cells was compared.

<sup>b</sup> Permissive and nonpermissive cells are indicated in boldface type and with underlining, respectively.

<sup>c</sup> Even though CEM cells are usually considered nonpermissive for HIV-1 Δvif replication, the cells used by those authors did support the replication of HIV-1 Δvif and were classified by these authors as being semipermissive (42).

<sup>d</sup> Those authors compared DNA synthesis by isogenic HIV-1 Vif<sup>−</sup> mutants produced by different chronically infected H9 clones, which exhibit different degrees of impairment in their replicative capacity (163).
Vif Associates with Intermediate Assembly Complexes

HIV-1 assembly takes place in the cytoplasm to produce viral particles that exit infected cells by budding from cellular membranes (71). The Pr55Gag polyprotein is thought to be the main driver of viral assembly, since Gag can spontaneously assemble in vitro into virus-like particles (VLPs) closely matching assembly intermediates observed in infected cells. Thus, the formation of Pr55Gag–Pr55Gag complexes is the first event that is likely to occur in the assembly pathway. HIV-1 genomic RNA seems to be associated early within these complexes (184), and its recruitment into viral particles relies on the binding of Pr55Gag to encapsidation signals located in its 5′ untranslated region (132, 178, 192). There are some hints that genomic RNA already exists as dimers in the cytoplasm (63, 64, 178, 179), and it would serve as a molecular scaffold for viral assembly (92, 162, 174). During the assembly process, the size of the assembly complexes increases (137) as cellular factors associate with cytoplasmic assembly intermediates during the course of their assembly (92, 162, 174). During the assembly process, the size of the assembly complexes increases (137) as cellular factors associate with cytoplasmic assembly intermediates during the course of their assembly (92, 162, 174).

Vif AND VIRAL ASSEMBLY

Vif observed in cell fractionation studies (211). A further indication of the role of Vif in HIV-1 assembly comes from the observation that the inhibition of assembly of HIV-1 VLPs in S9 cells by a betulinic acid derivative is counteracted by Vif.

denaturing conditions to extract the Δvif primer-template complex from nonpermissive cells.

All studies mentioned so far suggest that the inactivation of vif has no effect on reverse transcription in permissive cells. However, a recent study showed that when permissive cells were pretreated with a thymidylate synthetase inhibitor prior to infection with viruses from permissive cells, the replication of HIV-1Δvif was inhibited to a greater degree than WT HIV-1, suggesting compromised reverse transcription in the absence of Vif (30). In keeping with this interpretation, the same group showed that Vif is an integral component of the reverse transcription complexes (30, 31). An in vitro study showed that Vif may behave as a cofactor of HIV-1 reverse transcriptase by enhancing its association with nucleic acids, stimulating polymerase activity and facilitating the bypass of abasic sites (28). However, it is paradoxical that the C-terminal region that was required for the stimulation of the polymerization activity is cleaved in virion-associated Vif (119) (see below).

**Table 2. Effects of inactivating vif on endogenous reverse transcription**

<table>
<thead>
<tr>
<th>Producer cell</th>
<th>Permeabilizing agent</th>
<th>Effect(s) of vif inactivation on DNA synthesis</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SupT1</td>
<td>1 mM β-octylglucoside</td>
<td>No effect</td>
<td>76</td>
</tr>
<tr>
<td>Jurkat</td>
<td>None; analysis of cDNA in purified virions</td>
<td>No effect</td>
<td>49</td>
</tr>
<tr>
<td>CEM</td>
<td>None; analysis of cDNA in purified virions</td>
<td>No effect</td>
<td>234</td>
</tr>
<tr>
<td>CEM</td>
<td>1 mM β-octylglucoside</td>
<td>&gt;5-fold decrease in levels of early as well as full length products</td>
<td>76</td>
</tr>
<tr>
<td>Different chronically infected H9 clones with different levels of restriction</td>
<td>0.01 to 0.5% Nonidet P-40</td>
<td>Strong global defect correlated with the defect in intracellular reverse transcription</td>
<td>163</td>
</tr>
<tr>
<td>H9</td>
<td>None</td>
<td>No or little effect</td>
<td>55</td>
</tr>
<tr>
<td>H9</td>
<td>Melittin</td>
<td>Slight defect</td>
<td>55</td>
</tr>
<tr>
<td>H9</td>
<td>0.01% Triton X-100</td>
<td>Strong defect; no long double-stranded DNA products</td>
<td>55</td>
</tr>
<tr>
<td>H9</td>
<td>0.02% Triton X-100</td>
<td>8-fold decrease of nucleotide incorporation</td>
<td>49</td>
</tr>
<tr>
<td>H9</td>
<td>None; analysis of cDNA in purified virions</td>
<td>~8-fold decrease in reverse transcription (similar effect on products of different lengths)</td>
<td>49</td>
</tr>
<tr>
<td>H9 or HUT78</td>
<td>Melittin</td>
<td>~1.8-fold reduction</td>
<td>173</td>
</tr>
<tr>
<td>H9 or HUT78</td>
<td>0.01–0.04% Triton X-100 or Nonidet P-40</td>
<td>~1.8-fold reduction</td>
<td>173</td>
</tr>
<tr>
<td>HUT78</td>
<td>Melittin</td>
<td>~1.5-fold reduction</td>
<td>68</td>
</tr>
</tbody>
</table>

* a Virions produced by permissive and nonpermissive cells were purified, and the efficiencies of reverse transcription inside HIV-1 vif and Δvif virions were compared. Virions were either untreated or treated with different permeabilizing agents to facilitate the penetration of the dNTPs.

* b Permissive and nonpermissive cells are indicated in boldface type and with underlining, respectively.

* c Those authors compared levels of DNA synthesis by isogenic HIV-1 Vif− mutants produced by different chronically infected H9 clones, which exhibit different degrees of impairment in their replicative capacity (163).
In addition, while VLPs produced by cells expressing Pr55<Sup>Δag</Sup> alone assembled and budded at the plasma membrane, those produced by cells coexpressing P55<Sup>Δag</Sup> and WT Vif were redirected to a vesicular compartment and egressed via the exocytic pathway (43).

A recent work shed light on the dynamics of assembly by demonstrating that HP68, a cellular ATP-binding protein, is required for the conversion of assembly intermediates to higher-molecular-weight, conformationally distinct intermediates. The recruitment of HP68 is mediated by Pr55Gag, and interestingly, Vif was found to communoprecipitate with complexes containing HP68 (268). Altogether, these studies showed that Vif plays an active role during HIV-1 assembly in infected cells.

**Interactions between Vif and Viral Genomic RNA**

Vif is an RNA-binding protein (49, 89, 261) that interacts with HIV-1 genomic RNA in the cytoplasm of infected cells (49, 261). Indeed, Vif can be copurified with viral unspliced RNA from infected cells using rate-zonal sedimentation (261), immunoprecipitation (49, 261), and UV cross-linking (261). An interaction with the genomic RNA seems to be required to recruit Vif into virions, since the abrogation of RNA encapsidation by mutating either the NC domain of Pr55<Sup>Δag</Sup> or the main packaging signal (Ψ) of the genomic RNA led to a complete absence of Vif in purified virions (118). This finding suggests a mechanism of encapsidation that is distinct from that for the Pr55<Sup>Δag</Sup>-mediated incorporation of Vif into assembly intermediates. Early in vitro experiments have shown that Vif exhibits nonspecific RNA binding, as shown by its association with several viral RNA fragments, RNA homopolymers (261), and bulk RNA when translated in rabbit reticulocyte lysates (49). Moreover, recent work showed a 30% diminution in the total RNA content of ΔVif virions but no change in genomic RNA packaging (79). It is thus conceivable that its high content of basic residues gives Vif a gross affinity for RNA, resulting in nonspecific binding. However, while a deletion of the N-terminal region of Vif abrogated its in vitro RNA-binding properties and was detrimental to viral replication (261), and a deletion of amino acids 75 to 114 impaired RNA-mediated packaging of Vif, the Vif C-terminal region, which harbors many positively charged residues, only weakly contributed to RNA binding (118). Within the N-terminal region of Vif, the W11A, Y30A, and Y40A substitutions strongly reduced binding to both poly(G) and an RNA probe corresponding to nucleotides 5104 to 5287 of the HIV-1 genome, and viruses harboring any of these substitutions were noninfectious in restrictive cells, suggesting that RNA binding is crucial for Vif function (261).

We recently showed by a combination of biochemical and biophysical approaches that Vif can bind RNA with some specificity and has a preferential affinity for the 5′ region of HIV-1 genomic RNA (14, 89). Vif binds the 5′ end of HIV-1 genomic RNA in a cooperative manner with two types of binding sites: (i) a few high-affinity binding sites, including those which we identified in the transactivation region apical loop and in the poly(A) stem, and (ii) lower-affinity binding sites encompassing the primer-binding site (PBS) and the whole leader region. This binding pattern implies that at low concentrations, only a few Vif molecules will bind to each copy of genomic RNA, whereas a partial coverage of the 5′ region is expected at a higher Vif concentration. These observations fit with the previously reported correlation between the intracellular concentration of Vif and its encapsidation rate (215), although the relevant concentrations required for Vif function at different steps of the viral cycle and for its association with distinct molecular partners remain to be determined.

**Biological Relevance of Vif Packaging**

Many attempts have been made to quantify Vif incorporation into HIV-1 virions. Viral particle preparations are quite sensitive to contamination by secreted proteins or membrane microvesicles derived from cells, often leading to conflicting reports regarding the presence of virion-associated proteins (73). In the first comprehensive study of Vif encapsidation, Liu and coworkers treated cell-derived virions with protease K to get rid of proteins unspecifically attached to the membrane of virions and then disrupted the viral envelope and cell-derived debris by mild detergent treatment (140). By using this procedure, they recovered viral cores with significant amounts of Vif (60 to 100 Vif copies per virion). However, other authors detected reduced amounts of Vif in virion cores (7 to 20 copies per virion) (27) and argued for a nonspecific encapsidation correlated with intracellular Vif expression levels (215). Indeed, HIV-1 Vif can be encapsidated in murine leukemia virus (MLV) particles (27). However, this nonspecific incorporation could also be explained by a conservation of encapsidation determinants between MLV and HIV-1. Vif proteins of HIV-2 and sooty mangabeys simian immunodeficiency virus (SIV<sup>SM</sup>) are also encapsidated in these closely related lentiviruses (140), underlining the relevance of this property. On the other hand, contamination by microvesicles can be partially prevented by using an Optiprep purification procedure. Even though this method can yield highly purified virions compared to routinely used purification protocols using sucrose gradients, conflicting results were obtained: Sova et al. detected significant amounts of Vif in Optiprep-purified virions (220), while Dettenhofer and Yu found an almost complete absence of Vif in virions by using the same procedure (50).

Differences in the protocols used to express and detect Vif could explain these discrepancies. First, one can question the precision obtained with immunological methods when trying to quantify proteins encapsidated at low levels. The efficiency of epitope recognition and the loss of immunoreactive domains by protein degradation may lead to an underestimation of protein levels. Such a possibility is reinforced by the fact that virion-associated Vif is unstable (114). Second, high levels of intracellular Vif could favor nonspecific encapsidation and mask the fact that limited although functionally relevant amounts of Vif could be specifically encapsidated (118). Interestingly, Vif is more efficiently encapsidated in virions derived from acutely infected cells than from chronically infected cells (112), consistent with earlier reports (27, 50). This difference may reflect a higher rate of de novo synthesis of Vif observed, for instance, upon the superinfection of chronically infected cells (112). Higher synthesis rates may affect the intracellular trafficking of Vif and associations with subcellular structures (such as the cytoskeleton) and may direct Vif toward encapsi-
dation. Remarkably, despite its low packaging efficiency, Vif produced in cells chronically infected by a Vif-expressing virus was biologically active, indicating that the packaging of large amounts of Vif is not required for viral infectivity (112).

Complex Interplay between Vif, Viral Protease, Pr55<sub>Gag</sub>, and RNA

Zhang et al. showed that the interaction between Vif and viral RNA fragments corresponding to nucleotides 3627 to 3925 and 5104 to 5287 could be displaced by the formation of a Pr55<sub>Gag</sub>-RNA complex. Thus, Pr55<sub>Gag</sub> could prevent the packaging of nonspecific RNA-associated Vif (261). These observations could explain the limited amounts of Vif detected in virions, which could correspond to Vif bound to high-affinity sites on genomic RNA. We showed that multiple copies of Vif can bind the 5′ end of viral genomic RNA (14, 89), partly mimicking RNA-binding properties of the HIV-1 NCp7 protein (90, 186, 254). Either Vif and Pr55<sub>Gag</sub> compete for common RNA-binding sites or viral RNA adopts a conformation no longer recognized by Vif due to the RNA chaperone properties of Pr55<sub>Gag</sub> (58).

The function of virion-associated Vif, if any, is still a matter of debate, but most in vitro and ex vivo data suggest that Vif is able to modulate Pr55<sub>Gag</sub> processing by HIV-1 protease at MA-CA and CA-NC junctions (3, 11), even though this idea has been questioned (68) (Fig. 3, step 4). Sequences that are responsible for the modulation of p2 processing lie between amino acids 4 and 23 and 45 and 74 at the N terminus of Vif, overlapping with the peptide at amino acids 30 to 65 (18, 124), which has been shown to inhibit the viral protease in vitro, and with the peptide at amino acids 68 to 81, which is involved in Pr55<sub>Gag</sub> binding (23) (Fig. 1). Peptide p2 at the CA-NC junction is important for the sequential processing of Pr55<sub>Gag</sub> and is a key determinant of virion assembly and morphogenesis (72, 78, 181). In addition, p2 is also involved in the maturation of the HIV-1 RNA dimer, suggesting a complex and dynamic interplay between genomic RNA and Pr55<sub>Gag</sub> subdomains, which could be modulated by Vif (205).

Vif as a Temporal Regulator of Pr55<sub>Gag</sub> and NCp Activities

From the above-described data, it is tempting to speculate that a possible function of Vif is to prevent premature processing in the cytoplasm of infected cells and/or to modulate the activity of the viral protease after budding of the viral particles (3, 11, 18, 124) (Fig. 3, step 4). It may do so either by direct interactions with viral protease and Pr55<sub>Gag</sub> domains involved in proteolysis (103, 135, 207, 242) or by modulating Pr55<sub>Gag</sub> RNA interactions (135, 207, 242), even though interactions between Pr55<sub>Gag</sub> and Vif may be transient or mediated by a third partner (211).

In this context, it is remarkable that Vif has recently been shown to be an RNA chaperone that modulates some but not all activities of NC proteins (90) (Fig. 3, step 5). On one hand, Vif promotes dose-dependent tRNA<sub>NSP</sub> annealing to the PBS and the formation of a loose dimer of genomic RNA (90), two early steps in the process of assembly and budding (147, 178). On the other hand, Vif inhibits the NCp7-mediated conversion of the RNA kissing complex into a tight dimer and the initiation of reverse transcription (90), two steps that normally take place after budding (100, 178). Importantly, the inhibitory effects of Vif could be relieved as the Vif/NC (or Pr55<sub>Gag</sub>) ratio decreases from about 1/2 in the assembly complexes to about 1/40 in the viral particles (90).

Taken together, these data indicate that Vif could be a temporal regulator of viral assembly. As this regulatory function of Vif would be required only in nonpermissive cells, this suggests that the restriction factor(s) expressed in these cells might interfere with the sequence of events taking place during assembly that normally leads to a functional viral RNP (see below). Importantly, this hypothesis, based mainly on biochemical data, is consistent with the decreased stability of Δvif viral cores (see above).

Pivotal Role for the C-Terminal Tail of Vif

Individual domains in the Vif amino acid sequence have been poorly characterized experimentally, with the exception of the C-terminal region downstream of the conserved S/T-L-Q-Y/R-L-A motif (Fig. 1). This region, which is proteolytically processed in virion-associated Vif (119), is involved in Pr55<sub>Gag</sub> interactions (24) and Vif self-association and multimerization (250, 251) (Fig. 1). Multimerization may be required for cooperative binding to RNA (14, 89) and pathogenesis (250), since a deletion of the multimerization domain (161PPL164) impaired viral infectivity in H9 cells (251), and a Vif dimerization antagonist peptide suppresses HIV-1 infectivity (158). Mass spectroscopy analysis revealed an increase in the ordered structure of the C-terminal domain upon Vif oligomerization (8). This C-terminal region is rich in basic residues, and alanine-scanning studies showed that membrane targeting and Pr55<sub>Gag</sub> binding were negatively affected by the substitution of these residues, while the level of encapsidation of Vif was increased (77, 104). Whether these mutations affect the proteolytic processing of Vif is presently unknown, but the above-described studies suggest that this region could be used as a binding platform, regulating Vif packaging and interactions with various partners. The association of these molecules and/or Vif multimerization could be modulated by the phosphorylation of threonine or serine residues in the C-terminal region of Vif by kinases such as mitogen-activated protein kinase (252).

APOBEC-3G AND APOBEC-3F RESTRICTION FACTORS AND THE Δvif PHENOTYPE

APOBEC-3G and APOBEC-3F Are the Main Restriction Factors Neutralized by Vif

The first attempts to characterize restriction factors counteracted by Vif led to the identification of the tyrosine kinase Hck, whose expression is detrimental to the replication of HIV-1 Δvif (87). More recently, in a seminal paper, Sheehy and coworkers demonstrated that the expression of the cytidine deaminase hA3G, initially known as CEM-15, is specific to nonpermissive cells and sufficient to abolish the replication of HIV-1 Δvif (203). The identification of hA3G as the restriction factor counteracted by Vif (203) was soon followed by the characterization of another member of the APOBEC protein
family with anti-HIV activity, hA3F, which is extensively coexpressed with hA3G in nonpermissive cells (136, 241, 266). Both the hA3G and hA3F proteins are neutralized by Vif (see below) (203, 241).

The N- and C-terminal parts of hA3G and hA3F possess significant similarity to APOBEC-1, the catalytic subunit of the mammalian apolipoprotein B mRNA-editing enzyme (203). The APOBEC family includes the cellular cytidine deaminases APOBEC-1, APOBEC-2, APOBEC-3, and APOBEC-4 and the activation-induced deaminase. In humans, there are seven APOBEC-3 genes (APOBEC-3A to APOBEC-3H; APOBEC-3E, initially considered to be a pseudogene, is now considered...
to be the 3’ part of an APOBEC-3DE gene), whereas rodents have a single APOBEC-3 gene that corresponds to APOBEC-3G (110; for reviews, see references 38 and 97). APOBEC-3B, APOBEC-3D, APOBEC-3F, and APOBEC-3G contain a duplication of the catalytic site, which contains a Cys-His Zn²⁺ coordination motif characteristic of cytidine deaminases (36, 95, 110).

hA3A restricts some retrotransposons and another virus, but not HIV-1, due to inefficient targeting to the viral core (2, 74). Several studies reported that hA3B is able to inhibit HIV-1 replication in a Vif-independent manner (16, 52, 53). However, this protein is normally not expressed in nonpermissive cells, and thus, its activity does not seem to contribute to the restriction of HIV-1 replication in vivo (16, 53). APOBEC-3C expressed in target cells can cause relatively infrequent G-to-A mutations of some Vif-expressing HIV-1 clones, but they do not prevent spreading infection (22). On the other hand, hA3DE inhibits HIV-1 in a Vif-dependent manner, and its expression pattern is similar to that of hA3G (46), but its effect is much weaker. Finally, hA3H mRNA levels are low, and the corresponding protein is poorly expressed in cell culture (44). Thus, hA3G and hA3F are considered to be the main restriction factors neutralized by Vif (16), even though hA3F is less potent than hA3G (258). Intriguingly, hA3G only moderately restricts the replication of HIV-2 Δvif, and only peripheral blood mononuclear cells (PBMCs) display a nonpermissive phenotype in the absence of HIV-2 Vif (187).

**Deamination of HIV-1 DNA by hA3G, hA3F, and hA3DE**

Endogenous hA3G is incorporated into Δvif HIV-1 particles produced by nonpermissive cells (221), and similarly, when overexpressed in permissive cells, hA3G (150, 152, 203, 204, 256), hA3F (241, 266), and hA3DE (46) are incorporated into HIV-1 Δvif virions (Fig. 4).

Sequencing of reverse transcription products of Δvif virions produced by permissive cells transfected with an hA3G-expressing vector revealed a hypermutation of HIV-1 DNA (85, 149, 208, 255, 262). Almost all mutations were G-to-A transitions when read on the plus DNA strand. Similar results were obtained when the products of endogenous or intracellular reverse transcription of Δvif virions produced by nonpermissive cells were analyzed (129, 262). These mutations are the result of cytosine deamination in the minus DNA strand, which converts cytosines into uracils, leading to G-to-A mutations in the plus strand (Fig. 4). In contrast, hA3G does not edit HIV-1 genomic RNA (129, 149, 255). hA3G is catalytically active on single-stranded DNA but not on DNA-DNA and DNA-RNA hybrids or on single-stranded RNA (227, 255). Indeed, hA3G incorporated into virions is inhibited by HIV-1 genomic RNA and activated during plus-strand DNA synthesis as the RNA is degraded by the RNase activity of reverse transcriptase (218). The probability that a given minus-strand cytosine is deaminated depends on the time it remains single stranded (226, 255) and is increased by resistance mutations reducing the processivity of reverse transcriptase (123). hA3G proceeds processively from 3’ to 5’ of minus-strand DNA (35), and the dispersed hypermutation of the genome is the result of rapid transfers of hA3G between segments of the minus-strand HIV-1 DNA (171).

Cytosine deamination by hA3G, hA3F, and hA3DE is not random. TGGG (as read in the plus strand) is the tetranucleotide that is most frequently modified in vitro and in cell culture by hA3G, and the hot-spot consensus sequence of this enzyme is HGGR (where H is C, T, or A and R is A or G) (the mutated residue is underlined) (13, 85, 227, 255). Similarly, hA3F and hA3DE preferentially introduce mutations in the sequences WGAA (where W is A or T) (16, 136, 241) and MQWWR (where M is C or A) (46), respectively. Noticeably, hypermutation has been detected in clinical isolates of HIV-1 (29, 59, 109, 125, 177, 217, 232). Analysis of these sequences, combined with the target preference and the expression profile of these proteins, strongly suggests that hA3G, hA3F, and hA3DE are responsible for HIV-1 hypermutation in vivo (16, 46, 136, 177, 217). It has been proposed that in the absence of a fully functional Vif protein, the genomes are mutated to such an extent that they cannot produce infectious progeny viruses (85, 149, 177, 217, 262). Remarkably, cell culture experiments revealed that WT Vif does not completely inhibit deamination: low levels of catalytically active hA3G (0.3 to 0.8 molecules/virion) were detected in WT HIV-1 (171), and hA3G induced nonlethal mutagenesis in WT HIV-1 passaged in long-term culture (262). This low level of hA3G-induced mutagenesis might have a positive effect on viral infectivity by facilitating drug resistance (161) and/or immune evasion (182).

Importantly, APOBEC-3G-, APOBEC-3F-, and APOBEC-3D-induced hypermutation certainly contributes to restricting HIV-1 replication, but it does not per se explain the inability of Δvif virions produced by nonpermissive cells to complete a single round of reverse transcription, as shown by the data summarized in Table 1. However, the expression of hA3G and hA3F in the producer cell does impair reverse transcription (Table 3). Quantitative PCR analysis suggested that the deamination of the minus-strand DNA by hA3G does not interfere with the completion of reverse transcription but that the presence of uracil results in the degradation of the DNA prior to integration (150) (Fig. 4). Indeed, fixing mutations as G-to-A transitions is not the only possible outcome of cytosine deamination: uridines might be recognized by cellular DNA repair enzymes and excised to create abasic sites that would ultimately lead to DNA degradation. The major cellular DNA glycosidase, hUNG2, has been proposed to be selectively incorporated into HIV-1 particles and essential to the HIV-1 life cycle (185, 243). However, while some studies suggested that hUNG2 contributed to the loss of infectivity of Δvif virions produced in the presence of hA3G (249), other reports indicated that hUNG2 is dispensable for hA3G antiviral activity (111, 128, 199). Thus, the mechanism underlying DNA degradation as a consequence of cytosine deamination remains elusive. In addition, several studies reported that hA3G and hA3F affect all steps of reverse transcription with similar efficiencies, except tRNA annealing (Table 2), whereas the larger DNA products should be more affected by deamination-induced DNA degradation, as found by others (5, 142, 153) (Table 2).

**Deamination-Independent Activity of hA3F and hA3G**

There is increasing evidence indicating that hA3G is able to inhibit reverse transcription and the replication of HIV-1 Δvif in the absence of deaminase activity (Table 2). Shindo et al.
(208) first pointed out that hA3G catalytic activity is not the sole determinant of its antiviral activity. Further investigations of the enzymatic activity of hA3G showed that of the two repeated catalytic domains of the protein, only the C-terminal one is active, while the N-terminal domain is involved in RNA binding, multimerization, and encapsidation (133, 165, 176). Interestingly, the expression of the N-terminal domain alone is sufficient to inhibit HIV-1 replication, showing that enzymatic activity is not absolutely required for antiviral function (133). Indeed, the point mutations H257R, E259Q, and C291S in the C-terminal catalytic domain strongly reduce cytosine deamination but have little effect on the \textit{vif}-dependent antiviral activity of hA3G (167). Using hA3G and hA3F chimeric proteins, it was shown that the antiviral phenotype of these proteins correlates with their ability to prevent the accumulation of reverse transcripts but not with their ability to induce hypermutation (15). Indeed, an important fraction (38% ± 18%) of \textit{env} sequences derived from a \textit{vif}-HIV-1 strain did not contain a single mutation after two rounds of replication in PBMCs, strongly suggesting that another mechanism(s) contributes to the restriction of \textit{vif} HIV-1 in these cells (123). Interestingly, a recent study showed that murine APOBEC-3
(mA3) is efficiently packaged into MLV particles but fails to cause a hypermutation of viral DNA (26). Similarly, several studies indicated that the inhibition of hepatitis B virus by A3G is independent of the catalytic activity of this antiviral factor (168, 230), even though HBV DNA is edited in vivo during natural infections albeit at a low level (225). In the case of hA3F, deamination-independent restriction of HIV-1 is apparently even more important, with hypermutation playing only a minor role (96).

Even though there is general agreement that deaminase activity is required for the optimal anti-HIV-1 activity of hA3G (15, 79, 108, 159, 165, 167, 200, 208), it is likely that the defects in the reverse transcription of Δvif virions produced by non-permissive cells (Table 1) correspond mostly to the deamination-independent activities of hA3F and hA3G since they were observed during a single reverse transcription cycle, while the effects of deamination are cumulative (149). Indeed, Δvif virions exhibit a diminished ERT efficiency in the presence of a catalytically inactive hA3G mutant (133) that is reminiscent of ERT defects with Δvif virions produced by nonpermissive cells (49). In that same study (133), a variant hA3G mutated in the RNA-binding domain had no effect on ERT, suggesting that the recognition of viral RNA by hA3G is required to inhibit reverse transcriptase activity.

Recently, Kleiman and coworkers performed a thorough analysis of reverse transcription defects in Δvif virions produced by permissive cells transiently expressing hA3G or hA3F (79, 253). In these virions, the priming of reverse transcription, i.e., the addition of the first 6 nucleotides to the primer tRNA3Lys, was reduced to ~50% of WT levels, which coincided with a strong diminution of minus-strand strong-stop and late DNA products (Table 3). Interestingly, N- and C-terminal deletion mutants of hA3G that were unable to deaminate viral DNA were still able to inhibit reverse transcription priming and extension. That same group also showed that hA3G inhibits the first-strand transfer occurring during reverse transcription and reverse transcriptase RNase H activity in vivo independently of its editing properties (134). In vitro studies aimed at unveiling the editing-independent mechanisms by which hA3G and hA3F inhibit reverse transcription yielded conflicting results. One group reported that hA3G inhibits tRNA3Lys annealing to the PBS, the RNase H activity of reverse transcriptase, and strand transfers without affecting the elongation step of DNA synthesis (80, 134), while another one reported that hA3G had no effect on tRNA3Lys annealing, RNase H, and minus-strand transfer but did inhibit DNA elongation by reverse transcriptase (107). hA3G was also observed to inhibit the elongation of reverse transcripts during NERT, i.e., in the absence of any target cell factors (17). Thus, more work will be required to decipher the editing-independent mechanisms of inhibition of HIV-1 reverse transcription by hA3G and hA3G.

It is important that some of the deaminase-dependent and/or deaminase-independent effects of hA3G and hA3F described in this section and in the previous section might be due to the artificially high concentrations of these restriction factors used in some studies. Indeed, most cell culture experiments described in these sections relied on the transfection of plasmids expressing hA3G and hA3F, and the in vitro experiments usually required fairly high concentrations of purified

<table>
<thead>
<tr>
<th>Reverse transcription step</th>
<th>Fold change (reduction of products)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>tRNA priming</td>
<td>WT hA3G</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Deaminase-minus hA3G</td>
<td></td>
</tr>
<tr>
<td></td>
<td>WT hA3F</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Deaminase-minus hA3F</td>
<td></td>
</tr>
<tr>
<td>Minus-strand strong-stop synthesis</td>
<td>2 (MT2, H9, or 293T)</td>
<td>1.5 (SupT1)</td>
</tr>
<tr>
<td></td>
<td>&gt;10 (SupT1)</td>
<td>2 (SupT1)</td>
</tr>
<tr>
<td></td>
<td>&gt;20 (SupT1)</td>
<td>5 (SupT1)</td>
</tr>
<tr>
<td></td>
<td>2 (SupT1)</td>
<td>4 (SupT1)</td>
</tr>
<tr>
<td></td>
<td>2 (SupT1)</td>
<td>2 (SupT1)</td>
</tr>
<tr>
<td></td>
<td>17 (HeLa)</td>
<td>1.7 (HeLa)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2 (HeLa)</td>
</tr>
<tr>
<td>First-strand transfer</td>
<td>3 (SupT1)</td>
<td>SupT1: 3-fold</td>
</tr>
<tr>
<td></td>
<td>1.15 (293T)</td>
<td></td>
</tr>
<tr>
<td>Minus-strand DNA synthesis</td>
<td>20 (SupT1)</td>
<td>1.4 (SupT1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>20 (SupT1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3 (HeLa)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>5 (HeLa)</td>
</tr>
<tr>
<td>Second-strand transfer</td>
<td>10 (SupT1)</td>
<td>10 (SupT1) &gt;10 (SupT1)</td>
</tr>
<tr>
<td></td>
<td>2–3 (293T)</td>
<td></td>
</tr>
<tr>
<td>Proviral DNA synthesis</td>
<td>5–10 (293T)</td>
<td>5 (293T)</td>
</tr>
<tr>
<td></td>
<td>3 (HeLa)</td>
<td>3 (HeLa)</td>
</tr>
<tr>
<td>Integration</td>
<td>5 (293T)</td>
<td>No effect (293T)</td>
</tr>
<tr>
<td></td>
<td>3 (HeLa)</td>
<td>&gt;10 (HeLa)</td>
</tr>
<tr>
<td></td>
<td>7 (HOS)</td>
<td></td>
</tr>
</tbody>
</table>
proteins. However, a recent quantitative study showed that virions produced during transfection with large amounts of expression plasmids incorporate up to 30-fold more hA3G molecules than Δvif virions produced by human PBMCs (247). Therefore, it is important to compare these studies with those obtained using nonpermissive cells, which express physiological concentrations of hA3G and hA3F, and with in vivo studies.

Importantly, analysis of the HIV-1 sequences from therapy-naive infected individuals indicated that the levels of hA3G-induced G-to-A mutations did not correlate with viral load and suggested that hA3G might be restricting HIV-1 replication in vivo through a mechanism that is independent of its catalytic activity (231). Han and coworkers recently demonstrated that hA3G and hA3F require a cellular cofactor to block HIV-1 replication (82). There is no doubt that the identification of this cofactor would allow a major step forward in our understanding of the antiviral mechanisms of hA3G and hA3F.

Indirect Evidence of an Effect of hA3G and hA3F on HIV-1 Assembly

Aside from defective reverse transcription, the main feature of Δvif virions is an aberrant core morphology correlated with a reduced stability (Fig. 2). As this defect has been observed exclusively in Δvif virions produced from nonpermissive cells, it cannot be due to the absence of Vif in these virions but is likely a (direct or indirect) consequence of the expression of the antiretroviral factors hA3G and hA3F in these cells, even though we cannot totally exclude the possibility that it might be the result of an additional, as-yet-unidentified, restriction factor. The dramatic morphological defects observed in Δvif virions are not the result of a deamination of nascent proviral DNA, as they can be observed in budding virions. Moreover, quantitative analysis revealed that only 7 ± 4 molecules of hA3G are incorporated per Δvif virion produced by human PBMCs (247), and it is difficult to imagine how these few molecules could produce such dramatic effects on core morphology and stability. Therefore, we propose that intracellular hA3G and hA3F may interfere with viral core assembly, causing the observed morphological defect and contributing to the subsequent deaminase-independent impairment of endogenous or intracellular reverse transcription.

In a recent work, Arhel and coworkers (6) suggested that reverse transcription might take place into an intact capsid shell that associates with the nuclear pore after intracytoplasmic routing and that decapsidation would be triggered by the last stage of reverse transcription. Another study showed that the intracytoplasmic maturation of the HIV-1 reverse transcription complex determines its capacity to integrate into chromatin (106). Thus, cellular factors that promote the formation of unstable viral cores in the producer cells are expected to have dramatic effects during reverse transcription in the infected cells. The fact that the inhibition of the proviral DNA synthesis of Δvif virions produced by nonpermissive cells also depends on the identity of the infected cell (CB16 versus most permissive cells) (Table 1) suggests that this defect does not reflect a direct inhibition of reverse transcriptase by encapsidated hA3G and hA3F but rather reflects a destabilization of the abnormal viral cores produced in nonpermissive cells by cellular factors present in the infected cell. Indeed, lysates from different cell types have been shown to differently affect endogenous reverse transcription (239).

It would be interesting to directly look for morphological defects or an instability of the cores of Δvif virions produced in permissive cells expressing physiological levels of hA3G or hA3F, but to the best of our knowledge, such studies have not been published. Detailed analysis of the interactions between hA3G and hA3F and components of the viral assembly complexes would also likely improve our understanding of the deamidation-independent antiviral activities of these factors.

Vif COUNTERACTS THE ANTIVIRAL ACTIVITIES OF hA3G AND hA3F

Vif Decreases the Intracellular Concentration of hA3G and hA3F

HIV-1 Vif dramatically reduces the packaging of hA3G into virions (114, 133, 139, 150, 152, 155, 204), and conversely, biologically inactive Vif mutants are unable to prevent hA3G incorporation (114, 152, 155, 204, 208). Vif reduces the steady-state level of hA3G, and numerous studies showed an important decrease in the hA3G half-life in the presence of Vif (41, 139, 152, 155, 204, 221, 256). Accordingly, several groups showed that HIV-1 Vif suppresses hA3G antiviral function by hijacking the cellular Cullin5 (Cul5)-ElonginB (EloB)-ElonginC (EloC) E3 ubiquitin ligase to induce the degradation of hA3G and hA3F by the proteasome (41, 138, 152, 204, 221, 256, 266) (Fig. 3, step 2). Vif was indeed shown to bridge hA3G with a cellular E3 ligase (256). First, the C-terminal region of Vif possesses a 144SLQ(Y/F)LA155 motif that binds to EloC (Fig. 1). This motif is similar to a conserved sequence found in the BC box of the suppressors of cytokine signaling (SOCS) protein (152, 154, 257). Second, a novel zinc-binding motif in Vif with the consensus sequence 108Hx2YxFshortx7-8Cxshortx2YWxL72 and 74TGERxW79, in which the highly conserved His42 and His43 residues are of crucial importance; however, a mutation of these residues does not affect the binding and degradation of hA3G and hA3F and subsequently directs them to the 26S proteasome for degradation (Fig. 3). However, a recent report suggested that hA3G needs Vif polyubiquitilation, rather than its own polyubiquitilation, to be degraded (45).

The interaction of HIV-1 Vif with hA3G and hA3F maps to its N-terminal region, but different motifs are required for interactions with these two restriction factors (Fig. 1) (265). Residues 40 to 71 contain a nonlinear binding site for hA3G in which the highly conserved His42 and His43 residues are of crucial importance; however, a mutation of these residues does not affect the binding and degradation of hA3F (157). In keeping with these results, Vif residues 40YRHHY44 and 14DRMR17 were demonstrated to be essential for binding to hA3G and hA3F, respectively (189, 248). Furthermore, conserved Trp residues 11 and 79 are required for the efficient suppression of the antiviral activity of hA3F but not that of hA3G (229). However, the 40YRHHY44 and 14DRMR17 motifs are not conserved among the HIV-2, SIVmac, and SIVAgm Vif proteins (88). He and coworkers identified two motifs. 55VxIPLx5,Lxφx,YxWxL72 and 74TGERxW79, in
HIV-1 Vif that are highly conserved among HIV-1, HIV-2, and various SIV proteins but not in the bovine immunodeficiency virus, FIV, or visna virus Vif proteins (88). The 55VxIPLx4-5L motif is required for efficient interactions with and the suppression of both hA3G and hA3F, whereas the 74TGxERxW79 motif is important mainly for hA3F interactions and suppression (88, 248). Those studies indicated that multiple motifs in the N-terminal region of Vif are involved in interactions with hA3G and hA3F. In addition, mutations in the 161PPLL164 motif, which is located in the C-terminal region of Vif (Fig. 1), reduce Vif binding to hA3G and the degradation of this restriction factor without affecting the interaction of Vif with Elongin C and Cullin5 (54). Interestingly, the level of incorporation of hA3G into WT HIV-1 particles can be increased by a peptide mimicking the Vif PPLL dimerization domain, and this peptide displays anti-HIV-1 activity (158). In addition, a small Vif antagonist that increases the cellular level of hA3G and its incorporation into virions in a Vif-dependent manner, without being a general inhibitor of the proteasome-mediated protein degradation, has been identified (164). This compound enhances the degradation of Vif in an hA3G-dependent manner.

In hA3G, the 128DPD130 motif plays a crucial role in the interaction with HIV-1 Vif, and the immediately adjacent residues 124 to 127 are important for the packaging of hA3G into progeny virions (102). This region of hA3G interacts with the 40YRRHHY44 motif of Vif, while the region of hA3F interacting with the 14DRMR17 Vif motif was mapped between amino acids 283 and 300 (190). However, while amino acids 105 to 156 of hA3G were found to be sufficient for its interaction with Vif, amino acids 157 to 245 were required for its degradation (264). In addition, the phosphorylation of residue Thr32 of hA3G by protein kinase A reduces its binding to Vif and its subsequent degradation and thus promotes its anti-HIV-1 activity (209).

RNA-binding properties of Vif are essential to HIV-1 replication in nonpermissive cells, and the fact that Vif is associated exclusively with unspliced genomic RNA is a strong indication that the interaction of Vif with viral RNA is crucial for its function (49, 261). It is still unknown whether Vif binding to RNA might play a role in the degradation of hA3G and hA3F. However, both proteins are part of a common RNP localized in the processing bodies and/or stress granules of infected cells (40, 69, 70, 126, 151, 240). Indeed, several analyses have indicated that hA3G is associated mainly with mRNAs (including hA3G and HIV-1 gag mRNAs) that shuttle between translationally active polyribosomes, mRNA-processing bodies, dormant stress granules, and Staufen granules (40, 69, 70, 126, 151, 240). Interestingly, Vif localizes in processing bodies only in the presence of hA3G and hA3F, suggesting that Vif is recruited to processing bodies due to its interactions with these proteins (69, 70, 126, 151, 240). Regarding Vif functions, it is possible that the recruitment of hA3G and hA3F takes place in the processing bodies prior to proteasomal degradation. On the other hand, during viral infection, the vast majority of mRNAs and proteins present in RNP are not found in viral particles, suggesting that competition operates within these various RNA granules with viral genomic RNA and that HIV-1 RNA and APOBEC protein trafficking converge to these compartments (40, 69, 70, 126, 151, 240).

Interestingly, hA3G has been detected in high-molecular-mass (HMM) (5- to 15-MDa) ribonucleic complexes in the cytoplasm of H9 T-cell lines and activated T cells (39, 127, 222) (Fig. 4). In these complexes, the deaminase activity of hA3G has been shown to be inactivated. Deaminase activity can be artificially restored by treating HMM complexes with ribonuclease A, thus converting the HMM complexes to low-molecular-mass (LMM) complexes, suggesting that RNA plays an important role in HMM complexes assembly (39). Additionally, HMM complexes have been shown to protect against Alu retrotransposition by sequestering Alu RNA away from its replication machinery (19, 40, 101) (Fig. 4). On the other hand, hA3G proteins present in LMM complexes have been shown to function as a potent postentry restriction factor that inhibits the replication of incoming viruses (39, 183) (Fig. 4), explaining why resting T cells that contain mainly LMM complexes are resistant to HIV-1 infection. Conversely, the activation of resting T cells converts hA3G-containing LMM complexes into inactivated HMM complexes (39, 127, 222).

Degradation is not the only mechanism leading to a reduction of the intracellular hA3G concentration. Mariani and co-workers reported a 4.6-fold reduction in levels of hA3G synthesis in the presence of Vif (150), and Vif has been shown to inhibit the translation of hA3G mRNA (114, 221). The mechanism underlying this inhibition is unknown, but it might involve the RNA-binding properties of Vif (see above) (Fig. 3, step 1).

Vif Prevents Incorporation of hA3G in HIV-1 Particles

Mutations of conserved phosphorylation sites in Vif that impair viral replication do not affect hA3G degradation, indicating that Vif has another function(s) (155). Accordingly, HIV-1 Vif is able to inhibit the packaging and antiviral activity of a degradation-resistant hA3G variant (175). Furthermore, several studies suggested that Vif prevents the packaging of hA3G into HIV-1 independently of the reduction of its intracellular concentration (114, 115, 150, 204) (Fig. 3, step 3). By cotransfecting WT or Δvif HIV-1 and various amounts of hA3G-expressing vector, it is possible to compare WT and Δvif virions produced from cells with similar hA3G levels. Under these conditions, WT virions incorporated less hA3G than Δvif virions, suggesting that Vif can directly exclude hA3G from virions (114, 204). Interestingly, the Bet protein of foamy viruses inhibits APOBEC-3 proteins without affecting their steady-state levels in the producer cells even though it prevents their packaging (191). In the same line, SIVagm can inhibit hA3G activity without inducing its degradation (228).

It has been proposed that the incorporation of hA3G into virions is dependent on the recognition of the stem-loop of the dimerization initiation site in the leader region (120). During our analysis of Vif binding to viral RNA, we found that the dimerization initiation site is one of the secondary binding sites in the leader region that are bound at high Vif concentrations (89). Strikingly, Vif seems to have a better affinity for RNA than Gag (261), and one can imagine that at early stages of assembly and prior to the multimerization of Pr55<sup>Δin</sup> on the viral RNA scaffold, the leader region would be covered with Vif, masking RNA elements otherwise recognized by hA3G. Quite interestingly, while the bindings of Vif and Gag on RNA
The antiviral mechanism might be compensated for by Vif-mediated viral mechanism(s) of hA3G and hA3F (80, 134, 253). This annealing of tRNA
RNAs.

destabilizes the interaction between hA3G and viral or 7SL RNA. It would be interesting to know whether Vif destabilizes the interaction between hA3G and viral or 7SL RNAs.

Moreover, it has been proposed that the inhibition of the annealing of tRNA3L to the PBS mediated by the NC domain of Pr55Gag is (one of) the main deaminase-independent antiviral mechanism(s) of hA3G and hA3F (80, 134, 253). This antiviral mechanism might be compensated for by Vif-mediated tRNA3L annealing (90).

Vif Inhibits the Activity of Intravirion hA3G

Finally, significant amounts of A3G were detected in virions produced in 293T cells transiently expressing WT HIV-1 and A3G, showing that under certain conditions, Vif does not lead to the complete depletion of A3G from viral cores (203, 204). In every case, virion infectivity was restored, suggesting that Vif functions both in the cytoplasm, to prevent the encapsidation of bulk A3G, and in the virion to counteract core-associated A3G (Fig. 3). This idea is corroborated by a study showing that the production of infectious Vif does not require the depletion of hA3G from virus-producing cells (115).

Vif associated with viral nucleic acids during reverse transcription could inhibit the cytidine deamination of nascent proviral DNA by hA3G. Indeed, Santa-Marta and coworkers showed that hA3G-mediated hypermutation in <i>Escherichia coli</i> was inhibited by Vif (196). The fact that the ubiquitin-proteasome system is absent in bacterial cells and the fact that inhibition by Vif was correlated with binding to hA3G strongly argue in favor of a direct effect of Vif on hA3G enzymatic activity, which could involve the masking of nucleic acid substrates that are tightly associated with Vif (Fig. 3, step 6). Indeed, an important fraction of the Vif-binding sites that we identified in the 5’ region of HIV-1 genomic RNA correspond to hypermutated sites in Δvif viruses (89), and Vif also binds with significant affinity (<i>K</i><sub>D</sub> dissociation constant) of 34 to 38 nM) to the consensus hA3G and hA3F DNA target sites (14). Thus, Vif could interfere with hA3G by limiting its access to the newly synthesized viral DNA. Alternatively, it might locally limit the RNase H activity of HIV-1 reverse transcriptase that is necessary to restore the deaminase activity of hA3G, which is otherwise inhibited upon binding to HIV-1 genomic RNA (218).

CONCLUSIONS

Despite a considerable amount of work demonstrating that the cell-dependent Δvif phenotype correlated with aberrant morphology of the viral core and defects in reverse transcription, the molecular mechanism(s) underlying the functions of Vif remained mysterious for a long time. The identification of hA3G by Sheehy and coworkers (203), soon followed by the identification of hA3F, as a cellular antiviral factor neutralized by Vif finally provided the missing piece of the puzzle. Most of the subsequent work focused on the hypermutation of HIV-1 induced by these cytidine deaminases and on the mechanism allowing Vif to induce the degradation of these antiviral factors by the proteasome.

Biochemical studies of the Vif protein characterized its association with a number of molecular machineries (11, 49, 116, 261, 268), but attention was focused mostly on the ability of Vif to form E3-like ubiquitin ligase, since a clear correlation was made between this property and the rescue of viral infectivity in nonpermissive cells (256). However, the complex intracellular trafficking and regulation of expression of Vif (65, 235, 240) as well as its uncharacterized effects on the cytoskeleton and the cell cycle (116, 194, 236) suggest that its functions are more diverse than previously thought. Consistently, properties of Vif linked to viral assembly and the increasing number of results reporting that hA3G degradation or virion exclusion is not a universal mechanism of viral resistance (114, 115, 196, 221, 228) strongly suggest that Vif functions against hA3G and hA3F may involve a modulation of HIV-1 assembly by interacting with RNA or protein components of the viral core (3, 11, 23, 28, 89, 104, 118, 119, 212, 261). It is widely recognized that HIV-1 virions incorporate a small quantity of the Vif protein (37, 68, 215), but its precise function in RNP assembly or in reverse transcription remains to be demonstrated. Thus, if subtle interactions take place between Vif and the viral RNP, their impact on assembly could be difficult to prove experimentally or to interpret given our limited knowledge of the structural rearrangements occurring during HIV-1 assembly and maturation. With this perspective, in vitro studies aiming at characterizing the interaction between Vif, viral RNA, polyprotein precursors, and mature components of the core would lead to a better understanding of the function of Vif in cytoplasmic viral assembly complexes and in virions.

A general trend in innate immunity is the recognition of a pathogen-associated molecular pattern by cellular restriction factors rather than specific structural determinants (86). Given the broad range of viral genetic information susceptible to being affected by APOBEC-3 family factors (1, 47, 56, 149, 160, 197, 202, 223), future investigations should aim at characterizing what are the common features of viral RNPs targeted by these restriction factors and mediating their encapsidation (126, 218).
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